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Dispersion

Zero (low) T:
Atoms at Fermi surface have nowhere to scatter
Spectral density has delta-function peak
“Fermi Liquid”
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Dispersion

High energies:
Scattering cross-sections become small
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Now on: h̄ = 1 E ↔ ω



Pairing
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Two ways to add particle:

Simply add the particle
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Pairing
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Two ways to add particle:

Simply add the particle
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Spectral Gap

E

Other systems with gaps:
Semiconductors/insulator, Charge/Spin Density Waves,



Above Tc
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Physics:  non-condensed pairs in normal state
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Minimal model
+ + (no self-consistency)

ie. fully treat 2-body problem
many-body effects only enter through Pauli principle

3

crossover to the spin imbalanced gas. Variants of this
approximation have been used by several groups [19, 20].
We use the one described by Combescot et al [21, 22],
who have shown that this approximation gives remark-
ably good agreement with Monte-Carlo calculations in
the limit of vanishing downspin density. Specifically we
take

A↓(ω, k) = Im
(

ω − ε↓k − Σ↓(ω, k)
)−1

(2)

Σ↓(ω, k) =

∫

dz Γ↓(z, k)/(2π(ω − z)) (3)

Γ↓(ω, k) =

∫

0<εk<ω
d3q/(2π)3Λ(ω + ε↑q , k + q) (4)

Λ(ω, k) = 2ImT (ω, k) (5)

T (ω, k) = (4π!
2/m)/(a−1 + Θ(ω, k)) (6)

Θ(ω, k) =

∫

dz

2π(ω − z)

∫

d3q

(2π)3
(7)

[

1 − f↑
k/2+q − f↓

k/2−q

ω − ε↑k/2+q − ε↓k/2−q

−
m

k2

]

where εσ
k = k2/2m − µσ, and fσ

k = θ(−εσ
k). Note that

spectra used to calculate the self-energy are free spec-
tra. Self-consistency should not qualitatively change the
spectral density, and may actually make the theory less
accurate [23].

The resulting spectral density is shown in Fig. 2, where
the separation between a small momentum branch, un-
derdamped and parabolic, and a branch at higher mo-
menta, shifted upward, is clearly recognizable. This two
branch structure is similar to the mean-field spectral den-
sities in Fig. 1, except for the fact that the branches are
joined by an overdamped continuum. In the limit of van-
ishing N↓, (occuring at µ↓ = −0.6067) we find that the
lower branch is described by E(k) = k2/2m∗, with an
effective mass m∗ = 1.??. In this same limit, the quasi-
particle renormalization factor Z, corresponding to the
spectral weight in the low energy pole is ?? at k = 0. At
sufficiently large momenta, the damping of quasiparticles
is vanishingly small. This is because the fundamental in-
teraction is short-ranged, and unitarity of the S-matrix
requires that scattering becomes weak at large momenta.
Figure ?? shows the integrated density of states

ρ(ε) =
1

2π2

∫ ∞

0

dp p2A(p, ε) (8)

where a dip is clearly visible at energies close to the Fermi
level. Here, we mention that a similar dip is found in the
spectral density of cuprate superconductors [19].

In Figure 4, we use Eq. 1 to calculate the RF-
spectroscopy lineshape. Note that since we are using the
zero-temperature spectral density the finite temperature
line-shapes are at most qualitative. The general struc-
ture, however is generic. At the lowest temperatures only
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FIG. 2: Spectral density of spin down (minority species) par-
ticles A(ε, k) at zero temperature within the T-matrix ap-
proximation. From top to bottom corresponds to moving
away from unitarity towards the BCS side of the resonance:
a = ∞, µ↓ = −0.607µ↑; a = −4/

√
2mµ↑, µ↓ = −0.469;

a = −4/
√

2mµ↑, µ↓ = −0.469; a = −2/
√

2mµ↑, µ↓ = −0.377;
a = −1/

√
2mµ↑, µ↓ = −0.268. Note the logarithmic scale

shown in the inset.

the bottom branch of the spectrum is occupied, and one
sees only a single peak, shifted from δ = 0 by an amount
proportional to µ↑. In the limit of vanishing downspin
density this shift is directly equal to the downspin chemi-
cal potential µ↓ = Σ(k = 0, ω = 0), and provides a model
independent way to determine this quantity. As temper-
ature rises the upper branch becomes occupied, resulting
in a second peak. The weight in the second peak grows
with the temperature, eventually dwarfing the low tem-
perature peak.

We believe that in a finite temperature calculation of
A(k, ω) one would find that the separation between the
two branches would become smaller as temperature in-
creased. This would manifest itself in the low tempera-
ture peak slowly moving towards lower energy, merging
with the high temperature peak. The splitting should
vanish at a characteristic temperature T ∗ ∼ µ↑/kB.

We are grateful to the Institute Henri Poincaré and
to the Workshop on Quantum Gases for hospitality.
One of us (F.F.) acknowledges clarifying discussions
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dq
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Pseudogap
• Idea: pairing is not limited to superfluid phase

BCS-BEC Crossover
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(interaction strength)
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normal

Bose-Einstein Condensation
of a gas of pairs

Bardeen-Cooper-Schreifer instability
of the Fermi surface

Uncondensed pairs: gap-like feature

•large pairs 
•appear at transition
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PRL 31, 462 (1973)

Qualitatively: Same phenomenon



High Temperature Superconductors:

the leading-edge midpoint shift, the gap amplitude was
estimated to be !10 meV for the optimally doped
sample, thus much smaller than in Bi2212
(!20–30 meV; see Fig. 62). As discussed for the case of
Bi2212 (Sec. VII.A), the momentum dependence and
magnitude of the normal-state pseudogap are similar to
those of the superconducting gap, which may imply a
common origin for the two features. Furthermore, as we
shall see in Sec. VII.D, the magnitude of the pseudogap
in Bi2201, in particular as estimated from the position of
the leading-edge midpoint, is comparable to the results
obtained for LSCO. Given that Bi2201 and LSCO are
characterized by a similar value of Tc

max!34–38 K,
much lower than the !95 K of Bi2212 [see, for example,
Eisaki et al. (2002)], these findings suggest a direct cor-
relation between Tc

max and the size of the pseudogap
(and/or superconducting gap) for the different families
of cuprates.

C. Bi2Sr2Ca2Cu3O10+!

The pseudogap in Bi2223 has been recently studied by
Feng, Damascelli, et al. (2002) and Sato, Matsui, et al.
(2002), on nearly optimally doped samples (Tc
!108 K). The (",0) ARPES spectra and the results ob-
tained by symmetrizing the spectra with respect to EF
[as defined by Norman, Randeria, et al. (1998)] are pre-
sented as a function of temperature in Figs. 64(a) and
(b). At low temperature, a large superconducting gap is
clearly visible, as discussed in Sec. V.C. However, as em-
phasized by the direct comparison between the 170-K
symmetrized spectrum and those taken at T#125 K
[Fig. 64(b)], the gap is still open at T!Tc and it does not
close until T*!135 K (as revealed by the suppression of
the low-energy spectral weight). Note that the absolute
difference between Tc and T* is rather small in this
case, presumably because the doping level is very close
to optimal. Similar results were reported by Feng,
Damascelli, et al. (2002), who showed that a gap is
present at spectra taken above Tc near (",0) but not
along the nodal direction, which suggests a d-wave sym-
metry for the pseudogap in Bi2223.

D. La2"xSrxCuO4

The investigation of the normal-state pseudogap in
LSCO by ARPES has been complicated by the poor
stability of the cleaved surface at temperatures higher
than Tc , even in ultrahigh vacuum. Therefore the first
evidence for this phenomenon in LSCO was reported by
Ino et al. (1998) on the basis of angle-integrated photo-
emission experiments, in which clean surfaces were ob-
tained by repeatedly scraping (i.e., every 40 min) the
sample surface in situ with a diamond file (procedure
which obviously prevents the acquisition of angle-
resolved spectra, due to the roughness of the scraped
surface). These data show a systematic depression of the
density of states (more pronounced at lower dopings),
which was considered indicative of a pseudogap with an
energy scale of 100–200 meV at 5–10 % doping.

Using a similar procedure, Sato, Yokoya, et al. (1999)
investigated the temperature dependence of the
pseudogap in optimally doped LSCO (x!0.15, Tc
!38 K). In order to extract a more direct representation
of the density of states near the Fermi level, these au-
thors divided the spectra by the Fermi-Dirac distribution
function (at the corresponding temperature) convoluted
with a Gaussian (to account for the instrumental resolu-
tion of 7 meV). In contrast to what is observed in a
normal metal like Au (inset of Fig. 65), on LSCO the
intensity close to the Fermi level ($30 meV) increased
smoothly as the temperature was raised (Fig. 65). This
effect was observable over a temperature range much
larger than Tc , and thus provided direct evidence for
the existence of a normal-state pseudogap.

FIG. 64. Temperature dependent ARPES spectra measured
on Bi2223 in correspondence with the underlying Fermi-
surface crossing along the (",0)-(",") direction: (a) raw spec-
tra; (b) symmetrized spectra (the 170-K spectrum, gray thick
line, is superimposed to those taken at T#125 K for compari-
son). From Sato, Matsui, et al., 2002.

FIG. 65. Density of states for optimally doped LSCO (Tc
!38 K) and polycrystalline Au. After Sato et al., 1999 (Color).
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I. INTRODUCTION

The discovery of superconductivity at 30 K in the
LaBaCuO ceramics by Bednorz and Müller (1986)
opened the era of high-Tc superconductivity, changing
the history of a phenomenon that had before been con-
fined to very low temperatures [until 1986 the maximum
value of Tc was limited to the 23.2 K observed in Nb3Ge
(Gavaler, 1973; Testardi et al., 1974)]. This unexpected
result prompted intense activity in the field of ceramic
oxides and has led to the synthesis of compounds with
increasingly higher Tc , all characterized by a layered
crystal structure with one or more CuO2 planes per unit
cell, and a quasi-two-dimensional (2D) electronic struc-
ture. By 1987, a Tc of approximately 90 K (i.e., higher
than the boiling point of liquid nitrogen at 77 K) was
already observed in YBa2Cu3O7!" (Wu et al., 1987).
The record Tc of 133.5 K (at atmospheric pressure) was
later obtained in the trilayer system HgBa2Ca2Cu3O8"x
(Schilling et al., 1993).

One may wonder whether the impact of the discovery
by Bednorz and Müller (1986) would have been some-
what overlooked if MgB2 , with its recently ascertained
39 K Tc , had already been discovered [Nagamatsu et al.
(2001); for a review see Day (2001)]. However, indepen-
dent of the values of Tc the observation of superconduc-
tivity in the ceramic copper oxides was in itself an unex-
pected and surprising result. In fact, ceramic materials
are typically insulators, and this is also the case for the
undoped copper oxides. However, when doped the latter
can become poor metals in the normal state and high-
temperature superconductors upon reducing the tem-
perature (see in Fig. 1 the phenomenological phase dia-
gram of electron- and hole-doped high-temperature
superconductors, here represented by Nd2!xCexCuO4
and La2!xSrxCuO4 , respectively). In addition, the de-
tailed investigation of their phase diagram revealed that
the macroscopic properties of the copper oxides are pro-
foundly influenced by strong electron-electron correla-
tions (i.e., large Coulomb repulsion U). Naively, this is
not expected to favor the emergence of superconductiv-
ity, for which electrons must be bound together to form
Cooper pairs. Even though the approximate T2 depen-
dence of the resistivity observed in the overdoped me-
tallic regime was taken as evidence for Fermi-liquid be-
havior, the applicability of Fermi-liquid theory (which
describes electronic excitations in terms of an interacting

gas of renormalized quasiparticles; see Sec. II.C) to the
‘‘normal’’ metallic state of high-temperature supercon-
ductors is questionable, because many properties do not
follow canonical Fermi-liquid behavior (Orenstein and
Millis, 2000). This breakdown of Fermi-liquid theory
and of the single-particle picture becomes most dramatic
upon approaching the undoped line of the phase dia-
gram (x#0 in Fig. 1), where one finds the antiferromag-
netic Mott insulator (see Sec. III). On top of this com-
plexity, it has long been recognized that also the
interplay between electronic and lattice degrees of free-
dom as well as the tendencies towards phase separation
are strong in these componds (Sigmund and Müller,
1993; Müller, 2000).

The cuprate high-temperature superconductors have
attracted great interest not only for the obvious applica-
tion potential related to their high Tc , but also for their
scientific significance. This stems from the fact that they
highlight a major intellectual crisis in the quantum
theory of solids, which, in the form of one-electron band
theory, has been very successful in describing good met-
als (like Cu) but has proven inadequate for strongly cor-
related electron systems. In turn, the Bardeen-Cooper-
Schrieffer (BCS) theory (Bardeen et al., 1957; see also
Schrieffer, 1964), which was developed for Fermi-liquid-
like metals and has been so successful in describing con-
ventional superconductors, does not seem to have the
appropriate foundation for the description of high-Tc
superconductivity. In order to address the scope of the
current approach in the quantum theory of solids and
the validity of the proposed alternative models, a de-
tailed comparison with those experiments that probe the
electronic properties and the nature of the elementary
excitations is required.

In this context, angle-resolved photoemission spec-
troscopy (ARPES) plays a major role because it is the
most direct method of studying the electronic structure
of solids (see Sec. II). Its large impact on the develop-
ment of many-body theories stems from the fact that this
technique provides information on the single-particle
Green’s function, which can be calculated starting from a

FIG. 1. Phase diagram of n- and p-type superconductors,
showing superconductivity (SC), antiferromagnetic (AF),
pseudogap, and normal-metal regions.
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May not have anything to do with superconductivity
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FIG. 5: σ-T phase diagram for a homogeneous spin-polarized
Fermi gas with resonant interactions. The critical polariza-
tions σc (black solid circles and square) and σs (gray solid cir-
cles) are displayed along the local T/TF↑ at the phase bound-
ary. The yellow area (σs < σ < σc) represents a thermody-
namically unstable region, leading to the phase separation.
Above the tricritical point, the phase transition in the center
of the cloud was observed by the onset of pair condensation.
For this, a cloud was evaporatively cooled, until it crossed
the phase transition on a trajectory almost perpendicular to
the phase transition line (see appendix). The critical spin
polarization and temperature were obtained by interpolating
between points without and with small condensates (black
solid square). The linear fit to the σc’s is shown as a guide
to the eye for the normal-to-superfluid phase transition line.
Each data point consists of five independent measurements
and error bars indicate standard deviation. The blue open
symbols show theoretical predictions for the critical tempera-
ture of a homogeneous equal mixture (!: Bulgac et al. [7], ":
Burovski et al. [8], !: Haussmann et al. [9]) and the critical
polarization at zero temperature (": Lobo et al. [10]). The
blue solid square is the measured critical temperature from
Luo et al. [22], multiplied by

√
ξ with ξ = 0.42 [11] to obtain

local T/TF at the center. Finite temperature correction may
increase the effective value of ξ.

teractions in the normal phase in an accurate way, also
predict a high critical imbalance σc0 > 90%. Strong in-
teractions between the atoms in the normal phase, how-
ever, have been observed through the compressed shape
of the minority cloud [18] and the shift in the RF excita-
tion spectrum [27]. The data in Figure 5 clearly establish
a zero-temperature CC limit for σc0 in the range of 30%
to 40%.

The density profiles at our lowest temperature pro-
vide quantitative information on the zero-temperature
thermodynamics [28, 29]. At zero temperature, the
global chemical potential of a fully-paired superfluid in
the core is given as µs0 = ξεF = ξh̄2(6π2ns0)2/3/2m

where εF is the local Fermi energy and ns0 is the ma-
jority (or minority) density at the center, whereas µ↑0 =
h̄2(6π2n0)2/3/2m and µ↓0 = η0µ↑0. From the thermo-
dynamic equilibrium condition µs0 = (µ↑0 + µ↓0)/2, we
obtain the chemical potential ratio as

η(r) =
η0 − r2/R2

↑
1− r2/R2

↑
= 2

ξ(ns0/n0)2/3 − 1
1− r2/R2

↑
+ 1. (1)

In our coldest sample (δ ≈ 45%), the normalized cen-
tral density and the radii for the phase boundary and
the minority cloud were measured to be ns0/n0 =
1.72(4), Rc/R↑ = 0.430(3), and R↓/R↑ = 0.728(8), re-
spectively, yielding ηc = η(Rc) ≈ 0.03 and η↓ = η(R↓) ≈
−0.69 with ξ = 0.42 [11]. Furthermore, the critical dif-
ference is given as hc/µ = (1− ηc)/(1+ ηc) = 0.95. Since
theory clearly predicts µ < ∆ [9, 11], we have hc < ∆.
If hc were larger than ∆, polarized quasi-particles would
have negative energies and form already at zero temper-
ature. Therefore, up to our observed value of hc, the
fully-paired superfluid state is stable, and a polarized su-
perfluid exists only at finite temperature.

The interface between two immiscible fluids involves a
surface energy, leading to at least a small violation of the
LDA. However, the observed sharp interface along the
an equipotential line and the flattop structure of the lin-
ear density difference profiles (Fig. 2d and e) imply that
corrections to the LDA are smaller than the resolution
of our experiment. These observations are inconsistent
with the interpretations given for the experimental re-
sults reported in ref. [20, 21], where it has been shown
that highly-elongated small samples are deformed by sur-
face tension [30, 31]. The scaling of those surface effects
to our parameters predicted a deviation of the aspect ra-
tio of the superfluid core of ≈ 15% from the trap aspect
ratio [31], whereas we observe this deviation to be smaller
than 2%. Note that surface tension would add energy in
the phase-separated superfluid regime and would shift
the CC limit to smaller values. Ref. [20, 21] concluded
that the CC limit should be δc0 > 95% which is ruled
out by our observations. We are not aware of any sug-
gested effect which can reconcile the data of ref. [20, 21]
with our phase diagram for a resonant superfluid. To in-
dentify this finite size effect and to fully understand the
nature of the normal state [27] are still open questions
for imbalanced Fermi gases.

Conclusions
We have established the phase diagram of a homogeneous
spin-polarized Fermi gas with resonant interactions in the
σ-T plane. This includes the identification of a tricritical
point where the critical lines for first-order and second-
order phase transitions meet, and the final confirmation
of a zero-temperature quantum phase transition, the CC
limit of superfluidity, for a gas at unitarity. So far, pre-
dicted exotic superfluid states such as the breached-pair
state in a stronger coupling regime (“BEC side”) [13, 32]

Experimental Phase
Diagram (Unitarity)

Shin, Schunck, 
Schirotzek, Ketterle,
Nature, 451, 689 (2008)

cf.
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FIG. 5: σ-T phase diagram for a homogeneous spin-polarized
Fermi gas with resonant interactions. The critical polariza-
tions σc (black solid circles and square) and σs (gray solid cir-
cles) are displayed along the local T/TF↑ at the phase bound-
ary. The yellow area (σs < σ < σc) represents a thermody-
namically unstable region, leading to the phase separation.
Above the tricritical point, the phase transition in the center
of the cloud was observed by the onset of pair condensation.
For this, a cloud was evaporatively cooled, until it crossed
the phase transition on a trajectory almost perpendicular to
the phase transition line (see appendix). The critical spin
polarization and temperature were obtained by interpolating
between points without and with small condensates (black
solid square). The linear fit to the σc’s is shown as a guide
to the eye for the normal-to-superfluid phase transition line.
Each data point consists of five independent measurements
and error bars indicate standard deviation. The blue open
symbols show theoretical predictions for the critical tempera-
ture of a homogeneous equal mixture (!: Bulgac et al. [7], ":
Burovski et al. [8], !: Haussmann et al. [9]) and the critical
polarization at zero temperature (": Lobo et al. [10]). The
blue solid square is the measured critical temperature from
Luo et al. [22], multiplied by

√
ξ with ξ = 0.42 [11] to obtain

local T/TF at the center. Finite temperature correction may
increase the effective value of ξ.

teractions in the normal phase in an accurate way, also
predict a high critical imbalance σc0 > 90%. Strong in-
teractions between the atoms in the normal phase, how-
ever, have been observed through the compressed shape
of the minority cloud [18] and the shift in the RF excita-
tion spectrum [27]. The data in Figure 5 clearly establish
a zero-temperature CC limit for σc0 in the range of 30%
to 40%.

The density profiles at our lowest temperature pro-
vide quantitative information on the zero-temperature
thermodynamics [28, 29]. At zero temperature, the
global chemical potential of a fully-paired superfluid in
the core is given as µs0 = ξεF = ξh̄2(6π2ns0)2/3/2m

where εF is the local Fermi energy and ns0 is the ma-
jority (or minority) density at the center, whereas µ↑0 =
h̄2(6π2n0)2/3/2m and µ↓0 = η0µ↑0. From the thermo-
dynamic equilibrium condition µs0 = (µ↑0 + µ↓0)/2, we
obtain the chemical potential ratio as

η(r) =
η0 − r2/R2

↑
1− r2/R2

↑
= 2

ξ(ns0/n0)2/3 − 1
1− r2/R2

↑
+ 1. (1)

In our coldest sample (δ ≈ 45%), the normalized cen-
tral density and the radii for the phase boundary and
the minority cloud were measured to be ns0/n0 =
1.72(4), Rc/R↑ = 0.430(3), and R↓/R↑ = 0.728(8), re-
spectively, yielding ηc = η(Rc) ≈ 0.03 and η↓ = η(R↓) ≈
−0.69 with ξ = 0.42 [11]. Furthermore, the critical dif-
ference is given as hc/µ = (1− ηc)/(1+ ηc) = 0.95. Since
theory clearly predicts µ < ∆ [9, 11], we have hc < ∆.
If hc were larger than ∆, polarized quasi-particles would
have negative energies and form already at zero temper-
ature. Therefore, up to our observed value of hc, the
fully-paired superfluid state is stable, and a polarized su-
perfluid exists only at finite temperature.

The interface between two immiscible fluids involves a
surface energy, leading to at least a small violation of the
LDA. However, the observed sharp interface along the
an equipotential line and the flattop structure of the lin-
ear density difference profiles (Fig. 2d and e) imply that
corrections to the LDA are smaller than the resolution
of our experiment. These observations are inconsistent
with the interpretations given for the experimental re-
sults reported in ref. [20, 21], where it has been shown
that highly-elongated small samples are deformed by sur-
face tension [30, 31]. The scaling of those surface effects
to our parameters predicted a deviation of the aspect ra-
tio of the superfluid core of ≈ 15% from the trap aspect
ratio [31], whereas we observe this deviation to be smaller
than 2%. Note that surface tension would add energy in
the phase-separated superfluid regime and would shift
the CC limit to smaller values. Ref. [20, 21] concluded
that the CC limit should be δc0 > 95% which is ruled
out by our observations. We are not aware of any sug-
gested effect which can reconcile the data of ref. [20, 21]
with our phase diagram for a resonant superfluid. To in-
dentify this finite size effect and to fully understand the
nature of the normal state [27] are still open questions
for imbalanced Fermi gases.

Conclusions
We have established the phase diagram of a homogeneous
spin-polarized Fermi gas with resonant interactions in the
σ-T plane. This includes the identification of a tricritical
point where the critical lines for first-order and second-
order phase transitions meet, and the final confirmation
of a zero-temperature quantum phase transition, the CC
limit of superfluidity, for a gas at unitarity. So far, pre-
dicted exotic superfluid states such as the breached-pair
state in a stronger coupling regime (“BEC side”) [13, 32]
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Basic Idea

k

Minority Species
method 1: add particle

method 2: add pair + hole

ω =
k2

2m
− µ↑

ω = (Eb − µb) − (
k2

2m
− µ↓)

gap (pseudogap)
lifted above
Fermi surface

Majority Species

k

method 1: add particle

method 2: add pair + hole

gap (pseudogap)
pushed below
Fermi surface

ω = (Eb − µb) − (
k2

2m
− µ↑)

ω =
k2

2m
− µ↓

cf. “breached pairs” -- Liu



Detection
RF Spectroscopy:

S. Gupta, Z. Hadzibabic, M.W. Zwierlein, C.A. Stan, K. Dieckmann, 
C.H. Schunck, E.G.M. van Kempen, B.J. Verhaar, W. Ketterle,
Science, 300, 1723 (2003)

Assuming:
 no atoms in 3
 no interactions with 3

Transition rate maps 
spectrum

(transfer from a to b)

(Problem 1: non-interacting assumption is bad)
(Problem 2: inhomogeneous broadening)

http://arxiv.org/find/cond-mat/1/au:+Gupta_S/0/1/0/all/0/1
http://arxiv.org/find/cond-mat/1/au:+Gupta_S/0/1/0/all/0/1
http://arxiv.org/find/cond-mat/1/au:+Hadzibabic_Z/0/1/0/all/0/1
http://arxiv.org/find/cond-mat/1/au:+Hadzibabic_Z/0/1/0/all/0/1
http://arxiv.org/find/cond-mat/1/au:+Zwierlein_M/0/1/0/all/0/1
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Direct measurement
Momentum Resolution:
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FIG. 3: Single-particle excitation spectra obtained us-
ing photoemission spectroscopy for ultracold atoms.
Plotted are intensity maps (independently scaled for each
plot) of the number of atoms out coupled to a weakly-
interacting spin state as a function of the single-particle en-
ergy Es and wave vector k. The black lines are the expected
dispersion curve for an ideal Fermi gas. The white points
(*) mark the center of each fixed energy distribution curve.
a Data for a very weakly-interacting Fermi gas. The Fermi
wave vector k0

F is 8.6 ± 0.3 µm−1. b Data for a strongly in-
teracting Fermi gas 1/k0

F a = 0 and T ≈ Tc. The white line is
a fit of the centers to a BCS-like dispersion. c Data for a gas
on the BEC side of the resonance where 1/k0

F a ≈ 1 and the
measured two-body binding energy is h · (25 ± 2 kHz). We
attribute the upper feature to unpaired atoms and the lower
feature to molecules. The white line is a fit to the centers
using a quadratic dispersion.

troscopy on the strongly interacting gas we extract the
intensity map shown in Fig. 3b. The interactions lower
the overall energy and flatten the dispersion curve. In
addition, the energy width is broadened well beyond our
energy resolution.

There is now a wide consensus that interpretation of
previous rf spectroscopy measurements [3, 16, 17] in
terms of a pairing gap is a difficult problem that is
still unsolved theoretically [27]. The photoemission spec-
troscopy technique presented here directly measures the
occupied single-particle density of states and is there-
fore well-suited for measuring pairing gaps. In BCS the-
ory the gap vanishes at Tc; however, in the BCS-BEC
crossover a pseudogap due to preformed pairs is pre-
dicted to exist above Tc [11, 28]. Perali et al. calculated
the spectral function for a homogeneous Fermi gas near
Tc and found that the peaks of the spectral function fit
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FIG. 4: Energy distribution curves for a strongly inter-
acting Fermi gas. We plot the intensity for selected values
of k. Each curve is the average for seven neighboring values
of k in Fig. 3b. The data have been smoothed with a 1.5 kHz
wide filter.

almost exactly to a “BCS-like” dispersion curve where
the BCS gap was replaced by the pseudogap [11]. As
a first step to analyzing our data, we fit the centers of
the intensity at each value of k to this BCS-like disper-
sion curve [11], Es = µ′ −

√

(εk − µ′)2 + ∆2. Here, the
fitting parameters are the renormalized chemical poten-
tial µ′ and the pseudogap ∆. The best fit, shown as the
white curve in Fig. 3b, gives µ′ = h · (12.6±0.7 kHz) and
∆ = h·(9.5±0.6 kHz). In Fig. 14 of Ref. [11], Perali et al.

also plot an example of predicted spectral functions for
a few values of wave vector k. To facilitate comparison
with theory, in Fig. 4 we show measured energy distri-
bution curves (EDCs) for select values of k. It should be
noted that in all trapped gas experiments, the density is
inhomogeneous and the pairing gap will depend on the
local Fermi energy. Therefore, our data should eventu-
ally be compared with a theory that includes the effect
of the trapping potential through, for example, a local
density approximation. Finally, we note that we have
performed photoemission spectroscopy for a gas cooled
below Tc (initial T/TF = 0.10) and found that the data
is qualitatively very similar to that in Fig. 3b.

Far on the BEC side of the resonance, for 1/k0
F a " 1,

the pairing gap eventually becomes a two-body binding
rather than a many-body effect that depends on the local
Fermi energy. We measure the excitation spectrum for
the Fermi gas at 1/k0

F a ≈ 1 where the molecule binding
energy measured for a low density gas is h · (25± 2 kHz).
We observe two prominent features, see Fig. 3c. The first
feature is narrow in energy, starts at zero energy, and
follows the quadratic dispersion expected for free atoms
(black line). We attribute this feature to unpaired atoms,
which may be out of chemical equilibrium with the pairs.
The second feature is very broad in energy, is shifted to
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FIG. 3: Single-particle excitation spectra obtained us-
ing photoemission spectroscopy for ultracold atoms.
Plotted are intensity maps (independently scaled for each
plot) of the number of atoms out coupled to a weakly-
interacting spin state as a function of the single-particle en-
ergy Es and wave vector k. The black lines are the expected
dispersion curve for an ideal Fermi gas. The white points
(*) mark the center of each fixed energy distribution curve.
a Data for a very weakly-interacting Fermi gas. The Fermi
wave vector k0

F is 8.6 ± 0.3 µm−1. b Data for a strongly in-
teracting Fermi gas 1/k0

F a = 0 and T ≈ Tc. The white line is
a fit of the centers to a BCS-like dispersion. c Data for a gas
on the BEC side of the resonance where 1/k0

F a ≈ 1 and the
measured two-body binding energy is h · (25 ± 2 kHz). We
attribute the upper feature to unpaired atoms and the lower
feature to molecules. The white line is a fit to the centers
using a quadratic dispersion.

troscopy on the strongly interacting gas we extract the
intensity map shown in Fig. 3b. The interactions lower
the overall energy and flatten the dispersion curve. In
addition, the energy width is broadened well beyond our
energy resolution.

There is now a wide consensus that interpretation of
previous rf spectroscopy measurements [3, 16, 17] in
terms of a pairing gap is a difficult problem that is
still unsolved theoretically [27]. The photoemission spec-
troscopy technique presented here directly measures the
occupied single-particle density of states and is there-
fore well-suited for measuring pairing gaps. In BCS the-
ory the gap vanishes at Tc; however, in the BCS-BEC
crossover a pseudogap due to preformed pairs is pre-
dicted to exist above Tc [11, 28]. Perali et al. calculated
the spectral function for a homogeneous Fermi gas near
Tc and found that the peaks of the spectral function fit
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FIG. 4: Energy distribution curves for a strongly inter-
acting Fermi gas. We plot the intensity for selected values
of k. Each curve is the average for seven neighboring values
of k in Fig. 3b. The data have been smoothed with a 1.5 kHz
wide filter.

almost exactly to a “BCS-like” dispersion curve where
the BCS gap was replaced by the pseudogap [11]. As
a first step to analyzing our data, we fit the centers of
the intensity at each value of k to this BCS-like disper-
sion curve [11], Es = µ′ −

√

(εk − µ′)2 + ∆2. Here, the
fitting parameters are the renormalized chemical poten-
tial µ′ and the pseudogap ∆. The best fit, shown as the
white curve in Fig. 3b, gives µ′ = h · (12.6±0.7 kHz) and
∆ = h·(9.5±0.6 kHz). In Fig. 14 of Ref. [11], Perali et al.

also plot an example of predicted spectral functions for
a few values of wave vector k. To facilitate comparison
with theory, in Fig. 4 we show measured energy distri-
bution curves (EDCs) for select values of k. It should be
noted that in all trapped gas experiments, the density is
inhomogeneous and the pairing gap will depend on the
local Fermi energy. Therefore, our data should eventu-
ally be compared with a theory that includes the effect
of the trapping potential through, for example, a local
density approximation. Finally, we note that we have
performed photoemission spectroscopy for a gas cooled
below Tc (initial T/TF = 0.10) and found that the data
is qualitatively very similar to that in Fig. 3b.

Far on the BEC side of the resonance, for 1/k0
F a " 1,

the pairing gap eventually becomes a two-body binding
rather than a many-body effect that depends on the local
Fermi energy. We measure the excitation spectrum for
the Fermi gas at 1/k0

F a ≈ 1 where the molecule binding
energy measured for a low density gas is h · (25± 2 kHz).
We observe two prominent features, see Fig. 3c. The first
feature is narrow in energy, starts at zero energy, and
follows the quadratic dispersion expected for free atoms
(black line). We attribute this feature to unpaired atoms,
which may be out of chemical equilibrium with the pairs.
The second feature is very broad in energy, is shifted to
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FIG. 3: Single-particle excitation spectra obtained us-
ing photoemission spectroscopy for ultracold atoms.
Plotted are intensity maps (independently scaled for each
plot) of the number of atoms out coupled to a weakly-
interacting spin state as a function of the single-particle en-
ergy Es and wave vector k. The black lines are the expected
dispersion curve for an ideal Fermi gas. The white points
(*) mark the center of each fixed energy distribution curve.
a Data for a very weakly-interacting Fermi gas. The Fermi
wave vector k0

F is 8.6 ± 0.3 µm−1. b Data for a strongly in-
teracting Fermi gas 1/k0

F a = 0 and T ≈ Tc. The white line is
a fit of the centers to a BCS-like dispersion. c Data for a gas
on the BEC side of the resonance where 1/k0

F a ≈ 1 and the
measured two-body binding energy is h · (25 ± 2 kHz). We
attribute the upper feature to unpaired atoms and the lower
feature to molecules. The white line is a fit to the centers
using a quadratic dispersion.

troscopy on the strongly interacting gas we extract the
intensity map shown in Fig. 3b. The interactions lower
the overall energy and flatten the dispersion curve. In
addition, the energy width is broadened well beyond our
energy resolution.

There is now a wide consensus that interpretation of
previous rf spectroscopy measurements [3, 16, 17] in
terms of a pairing gap is a difficult problem that is
still unsolved theoretically [27]. The photoemission spec-
troscopy technique presented here directly measures the
occupied single-particle density of states and is there-
fore well-suited for measuring pairing gaps. In BCS the-
ory the gap vanishes at Tc; however, in the BCS-BEC
crossover a pseudogap due to preformed pairs is pre-
dicted to exist above Tc [11, 28]. Perali et al. calculated
the spectral function for a homogeneous Fermi gas near
Tc and found that the peaks of the spectral function fit
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FIG. 4: Energy distribution curves for a strongly inter-
acting Fermi gas. We plot the intensity for selected values
of k. Each curve is the average for seven neighboring values
of k in Fig. 3b. The data have been smoothed with a 1.5 kHz
wide filter.

almost exactly to a “BCS-like” dispersion curve where
the BCS gap was replaced by the pseudogap [11]. As
a first step to analyzing our data, we fit the centers of
the intensity at each value of k to this BCS-like disper-
sion curve [11], Es = µ′ −

√

(εk − µ′)2 + ∆2. Here, the
fitting parameters are the renormalized chemical poten-
tial µ′ and the pseudogap ∆. The best fit, shown as the
white curve in Fig. 3b, gives µ′ = h · (12.6±0.7 kHz) and
∆ = h·(9.5±0.6 kHz). In Fig. 14 of Ref. [11], Perali et al.

also plot an example of predicted spectral functions for
a few values of wave vector k. To facilitate comparison
with theory, in Fig. 4 we show measured energy distri-
bution curves (EDCs) for select values of k. It should be
noted that in all trapped gas experiments, the density is
inhomogeneous and the pairing gap will depend on the
local Fermi energy. Therefore, our data should eventu-
ally be compared with a theory that includes the effect
of the trapping potential through, for example, a local
density approximation. Finally, we note that we have
performed photoemission spectroscopy for a gas cooled
below Tc (initial T/TF = 0.10) and found that the data
is qualitatively very similar to that in Fig. 3b.

Far on the BEC side of the resonance, for 1/k0
F a " 1,

the pairing gap eventually becomes a two-body binding
rather than a many-body effect that depends on the local
Fermi energy. We measure the excitation spectrum for
the Fermi gas at 1/k0

F a ≈ 1 where the molecule binding
energy measured for a low density gas is h · (25± 2 kHz).
We observe two prominent features, see Fig. 3c. The first
feature is narrow in energy, starts at zero energy, and
follows the quadratic dispersion expected for free atoms
(black line). We attribute this feature to unpaired atoms,
which may be out of chemical equilibrium with the pairs.
The second feature is very broad in energy, is shifted to

BCS
(Normal State) (Normal State)

2

For ultracold atom gases, radio-frequency (rf) spec-
troscopy has been used to probe a strongly interacting
Fermi gas [1, 3, 14, 15, 16, 17, 18]. In a typical ex-
periment, a pulse of rf drives atoms into an unoccupied
Zeeman spin state, where they are counted to yield a
spectrum of counts versus rf frequency. To date, the rf
out-coupled atoms have not been energy or momentum
resolved. However, analogous to electron PES, the mo-
mentum of the rf photon is negligible compared to the
typical momentum of the atoms and therefore the mo-
menta of the out-coupled atoms are characteristic of the
original atom states. Eqn. 1 applies to photoemission
spectroscopy of atom gases, by means of momentum-
resolved rf spectroscopy, if one simply replaces the work
function φ with the Zeeman energy splitting, see Fig. 1b.
The extension of photoemission spectroscopy from con-
densed matter to cold Fermi gases was discussed by Dao
et al. [19].

In this paper, we use photoemission spectroscopy, by
means of momentum-resolved rf spectroscopy, to probe
an ultracold gas of fermionic 40K atoms. Similar to PES
in solids, this measurement probes the single-particle
spectral function, which is directly related to the single-
particle Green’s function predicted by many-body theo-
ries [13]. We use this new technique to probe the Fermi
gas near a magnetic-field Fano-Feshbach resonance where
one can tune strong atom-atom interactions to realize a
Fermi superfluid in the region of the BCS-BEC crossover
[1, 2, 3, 4, 5, 6, 7].

Our Fermi gas consists of 3× 105 40K atoms in a mix-
ture of two spin-states. The gas is confined in an optical
dipole trap and evaporatively cooled to T/TF = 0.18,
where T is the temperature, TF is the Fermi tempera-
ture as defined by TF = EF /kB, and kB is Boltzmann’s
constant. The Fermi energy, EF = h · (9.4 ± 0.5 kHz),
is determined from a measurement of the peak density
of the trapped gas. For the photoemission spectroscopy,
we apply an rf pulse that couples atoms in one of the
two spin states to an unoccupied third spin state. There
are two essential requirements for determining the ex-
citation spectrum. The first is that the interaction en-
ergy is sufficiently small that εk = h̄2k2/2m holds and
the data are not subject to complicated final-state ef-
fects [20, 21, 22, 23, 24, 25, 26]. The second requirement
is that collisions do not scramble the energy and mo-
mentum information carried by the out-coupled atoms.
In previous rf spectroscopy measurements both of these
requirements were not satisfied [3, 15, 16, 17, 18]. In
our 40K gas, however, the interaction energy for the out-
coupled atoms is approximately 640 Hz, which is much
smaller than EF . Furthermore, the mean-free path for
the out-coupled atoms is much larger than the size of the
gas: 1

σn ≈ 6 RF , where σ is collision cross section, n is
the average density, and RF is the Fermi radius of the
non-interacting gas.

To resolve the kinetic energy, εk, of the rf out-coupled
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FIG. 2: Extracting the 3D momentum distribution.
a A time-of-flight absorption image (∼ 145µm×145µm) of
atoms that have been transferred into a third spin state is
taken after applying an rf pulse to a Fermi gas on the BEC
side of the Feshbach resonance. b After performing quadrant
averaging we use an inverse Abel transform to reconstruct
the 3D momentum distribution. For this particular example,
a 2D slice at the center reveals a shell-like structure for the
momentum distribution of the out-coupled atoms.

atoms we apply an rf pulse that is short compared to the
trap period. We then immediately turn off the trap, let
the gas ballistically expand, and measure the velocity dis-
tribution using state-selective time-of-flight absorption
imaging, see Fig. 2. Assuming a symmetric momentum
distribution, we extract the 3D momentum distribution
of the out-coupled atoms from the 2D image by perform-
ing an inverse Abel transform.

We first consider the case of an ideal Fermi gas. To cre-
ate a very weakly interacting gas we adiabatically ramp
the magnetic field to the zero crossing of the Feshbach
resonance. In Fig. 3a, we plot the intensity, which is
proportional to the number of atoms transferred into
the third spin state, as a function of the original single-
particle energy Es and wave vector k. The data are
obtained by varying the rf frequency and counting the
out-coupled atoms as a function of their momenta. We
define zero energy to be the energy of a non-interacting
atom at rest in the initial spin state. The intensity map
for a non-interacting Fermi gas is expected to show delta
function peaks at Es = εk. The white asterisks mark the
centers of the intensity at each value of k as determined
from Gaussian fits; these show good agreement with the
expected dispersion (black line). The rms width in Es

of the measured spectrum in Fig. 3a is 2.1 kHz and is
due to an energy resolution that comes from the rf pulse
duration.

To create a strongly interacting Fermi gas we adiabati-
cally ramp the magnetic field to the peak of the Feshbach
resonance where the s-wave scattering length a diverges
and the dimensionless interaction parameter 1/k0

F a = 0.
Here k0

F is the Fermi wave vector that corresponds to
the peak density of the original weakly interacting gas.
Previous measurements have shown that after the ramp
to 1/k0

F a = 0, our Fermi gas will be at (0.9 ± 0.1) · Tc

for the superfluid state [2]. With photoemission spec-

Image transfered atoms
after time of flight

Stewart, Gaebler, and Jin, 
Nature 454, 744 (2008)



Pair spectra

• Question: what modes go unstable at the 
superfluid transition?

2 particle spectral density:
add 2 particles with total momentum k, 
what are allowed energies?

Pair susceptability diverges at transition



Modes that drive transition

BEC BCS

!2 !1 1 2
Ω!Μ

!0.10

!0.05

0.05

0.10

0.15

A0

0.5 1.0 1.5 2.0 2.5 3.0
Ω!"Μ"

0.2

0.4

0.6

0.8

1.0

1.2

A0

!2 !1 1 2
Ω!Μ

!0.6

!0.4

!0.2

0.2

0.4

0.6

0.8

A0

!2 !1 1 2
Ω!Μ

!2

!1

1

2

A0

Re!Ω"#Μ#$

Im
!Ω"#Μ#

$ lower T

Re!Ω"

Im
!Ω"

lower T

lower T

Eb



Modes that drive transition
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Smooth Crossover:
What happens in between?

Eb



Crossover
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Polarized
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Summary

Pseudogap in Normal state
(from normal pairs)

Moves away from Fermi energy at low T
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Closer to spinodal, Fermi 
surface lies inside pseudogap
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Subtlety
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Closer to spinodal, Fermi 
surface lies inside pseudogap
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“Midgap” sharpening
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High polarization limit
(Chevy, Combescot, Zwierlein,...)

One downspin wavefunction

|Ψ〉 =



φ0a
†
↓(0) +

∑

kq

φkqa
†
↓(q)a

†
↑(k)a↑(k + q)

+
∑

kqpl

φkqplma†↓(q)a
†
↑(k)a†↑(p)a↑(l)a↑(k + q + p− l)

+ · · ·
]

|FS↑〉



Language

“Preformed Pairs” “Order Parameter
Fluctuations”

Pair condensate
〈ψ↑ψ↓〉

Non-condensed
pairs

〈ψ†
↓ψ

†
↑ψ↑ψ↓〉

∆

(δ∆)2


