P7654 HW2

Due [Questions 1-4: Wednesday Jan 30, 2013, Question 5: FagFeb 1

Depending on your quantum mechanics background (in péatidoow well you know scattering theory),
this problem set could be easy or “hard”. By hard, | mean tbergd be a lot of concepts coming at you. |
will assume that most of the students are in this latter cayed would like you to complete problems 1-4
by Wednesday, and problem 5 by Friday. | will have office hamdoth Tuesday and Thursday at 2:30 —
meet at 514A.

Problem 1. Equation of State within the Hartree-Fock approXxmation In class we derived a perturbation
expansion for the free energy of a weakly interacting gascrileed by Hamiltonian

1
H = Z ekalak + 20 Z anza;apﬂak_q, (1)
k kpq
= Hy+ H; (2

it is easy enough to add spin, but for simplicity we will lediveut. In free space the dispersion is

k2
Ek:%_ﬂv

but we can just as well takg to correspond to some sort of lattice dispersion. The iotEnas are parame-

terized byV,, which is the Fourier transform of the real space potentiad,(ais the volume of space, which

could be removed or changed to another power depending arFgauier conventions. | like these Fourier
conventions because they make the thermodynamic limigktfarward
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The free energy is

Here we will calculate the lowest order correction to theagmun of state. On general grounds, if you are
only going to sum a finite number of terms in the perturbatigpagsion, you might as well stop at this first
correction. If the interactions are very weak, then alltiartcontributions are negligable. If the interactions
are strong, then you need all of the terms.

Note that we do need to use "diagrams” or "field theory” to de tlalculation — it is just first order pertur-
bation theory — but nonetheless we will frame it in terms afgdams. If you take a solid state physics class
you will probably see it done using a variational methodhérefore is not really that good of an example
of the utility of many-body field theory — rather it is a warmupuestion 5 is a better example.

1.1. Expand the free energy to first orderify . Write the resulting expression in terms of an integral ef th
expectation value off;. (We did this in class)



Solution 1.1. We do this by expanding
N b p © 1N
Z =Tre Pl = Ty B(Hotfr) _ y [6_%(H()+H1):| . (3
Taking NV to be very large, this is
3 /. N
R - = 4
Z Tr[l N<H0+H1> 4)
which we can in turn expand:
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whereZ, = Tre_ﬁﬁo, <X>0 = % Tr Xe—PHo andH, (t) = e‘ﬁotﬁleﬁot.
From the partition function we can get the free energy

()

1 1 [P .
= —— ~ — 6
F 51112 F0—|-5/0 dt <H1 (t)>0 (6)
wherefy = —% In Z; is the free energy of the noninteracting system.

1.2. Use Wick’s theorem to write this first order correction to thee Energy as the sum of two terms,
corresponding to the two contractions of this term.

Solution 1.2. Writing H; explicitly we have (taking all operators to be thedependent version)

1 [P 1 ata
AF = B/ dt <E ‘/Zzalza;ap+qak—q>
0 h .
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where as usual in the case-bfthe upper sign is for bosons and the lower for fermions.

1.3. These expressions are easy to evaluate, as all of the fietdtopeare at the same time. Write the
resulting integrals in terms of the equilibrium occupasion = <a};ak>.



Solution 1.3. As we have<d,idp> = 0y pny, this becomes

1 6
AF = %05 kz;;/o dt (Vo + Vie_p) niny. 8)

1.4. Specialize to the case of a point interactign= const= 1. Calculate the first order interaction shift
to the Free energy. You should find that for fermions it vagssh this is because two identical fermions can
never be in the same place, so they never see a point interaétor bosons, however, you will get a finite
result. Express the shift in terms of the density= (1/2) >, ny. Verify that the shift is extensive.

Solution 1.4. Indeed, we see that in the case of a point interaction thé\shniishes for fermions; while
for bosons we find

S 3 ),
AF = — dtngn, = V= dtn
Qﬁ%};o ! B Jo

= VpQn?

(9)

which is manifestly extensive.

Problem 2. Scattering Phase ShiftJ his should be a reminder of things from your quantum clasgou
already know this, then feel free to skip this question. | ast pssigning this because if you don’t know
this stuff, you will have some conceptual issues with thet mgrestions. Our eventual goal (in question
5) is to derive a non-trivial result, namely the superflumhgition temperature of a Fermi gas with strong
local interactions. It is hopeless to do that until we knowvtio describe scattering off of a local potential.
We also need to do this question so you can understand whitttegdhenomena in question 5 are due to
many-body physics, and which are just two-body physics ogrfriom a 3D point scatterer.

Consider a spherically symmetric potential in three dinerss V (r), with V() = 0 for » > r,. We are
going to solve the single particle Schrodinger equation

&

2m

n vm] () = Bo(r).

2.1. Assuming that the wavefunctiof(r) is spherically symmetric)(r) = w(r)/r. Write down the time
independent Schrodinger equation fdr).

Solution 2.1.
V)= [ (a4 22 ) v o]
_ [_%%82;0(;) V() uir)] :Euir) (10)
[—%5—:2 + V(r)}u(r) = Eu(r).
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SinceV (r) = 0 for r > 7o, this reduces to a free Schrodinger equation-for r. All of the details of the
potential can be replaced by a boundary condition &atry, namely

Ul

—| = f(ro, B), (11)

U r=rQ

where f(ro, F) is a well behaved function of asE — 0. [l.E. it should have a nice Taylor expansion
which has a finite radius of convergence.] We will be intexdst low energy scattering, so we will replace

f(’r()v E) with f(T‘(],O).

2.2. Show that if one is only interested in the wavefunction for> r(, that the solutions to the free
Schrodinger equation with boundary condition (11) can peaguced by using a free Schrodinger equation
with boundary conditions at = r. This boundary condition has the form

—| = (12)
wherea, the s-wave scattering length, has dimensions of lengtliteWin terms of f (g, 0).

[Hint — since we are looking at the limit of low energy scatigryou can linearize the wavefunction about

70.]

Solution 2.2. At r > ry we have simply

1 0%u(r)
- Z 2N 13

5 D2 Eu(r) (13)
and so

u(r) = Ae'*T 4 Be~ kT

= sin(kr + 0) (14)

wherek = v2mE. As the overall magnitude od, B is determined by normalization, we only need one
more constraint, such as

/

= kcot(krg+9) = f (ro, E). (15)
r="rQ
If we assumed Eq (14) worked up to= 0, we can replace this boundary condition with one at 0. In
particular:

_ _ —1
Pt k cot(d) = kcot(cot ™ (f/k) — kro)

B kfcos(kro) + Esin(krg)
"~ “kcos(krg) — fsin(kro)

= f(ro,0) + <l<:2+‘%2> ro+ -

(16)

To leading order itk, this is justf(r,0) = —1/a.




2.3. Finda for a hard sphere potential of radiug

Solution 2.3. A hard sphere solution is given hy(r = 0) = 0, or
u(r) = Asin (k(r —rg)). 17)

If we extend this to- = 0 we get

SO0ag = 1.

2.4. Show that the free Schrodinger equation, with boundary itiond12), has a bound state if and only if
a > 0. (Yes, this sign is right, the result is indeed counteritivte.) What is the energy of the bound state?

Solution 2.4. For a bound state
u(r)=e"". (18)
Direct evaluation gives
/
) Loy (19)
u(r) a
anda > 0. The energy is
K2 1
E=—— = — . 20
2m 2ma? (20)

2.5. Forr > ro we can writeu(r) = sin(kr + ;). How is the phase shiff; related tof (0, £)? Linearize
0 aboutk = 0, and relate it ta.

Solution 2.5. Using this alternate formulation, we have
f(r,E) = kcot (kr + d) (21)

and sof (0, E') = k cot (d). Solving for f (0, E) = —1/a we find

cot (0y) = —%. (22)

For smallk, then,d, ~ —ka.

Let's now calculate the scattering length for a delta-fiorcpotential

V() = Vod(r) = 0 3 et
k

It will be convenient to solve the Schrodinger equation immeatum space.

2.6. Definey(r) = £, e . Fourier transform the time independent single particlar@dinger
equation to write an equation fgn,



Solution 2.6. Starting with the Schrodinger equation in real space,

V) wtr) = Bot

we substitute in the expressions in terms of the Fouriestoams
1 K ik-r 1 i(k:-l—q)-rv _ 1 E iker
ﬁz%ﬁ)ke +er k¢q—ﬁz Ve
k kq k

We then equate terms in the sums multiplying the same expiaigeand specialize to the delta function to
arrive at

(ex — F ¢k+—z¢q_0

where we have dubbeg = k2 /2m.

With the delta-function interaction, the interaction tevir)y(r) = 6(r)Voy(0) = %(0) Spekris a
constant in momentum space. Lets aalE= V4(0).

2.7. Find ¢, in terms of A and E. [AssumeFE = —E;, < 0 —we will look for bound states. That way you
do not have to worry about dividing by zero.]

Solution 2.7.
A

1/”“215—%'

2.8. We can also write ”
= ﬁo Z (s
k

Insert your expression fap;, into this formula. A should appear on both sides of the equation and can be
cancelled. Write the resulting equation, which involvgse, = k2/2m, V, and(Q2. Solve forl/V; in terms
of the other quantities.

Solution 2.8.

_0 QZ E —¢

In three dimensions, the right hand side of this equationrisélly — oo, telling you that there are no bound
states for delta-function potential in 3D unlelgg = 0~. This is weird but true. If this was a quantum
mechanics class | would have us explore this a bit more. Here/laccept this, and define

T+ QZ

The quantityV will parameterize the deviation &f from zero.



2.9. Using your equation fot /Vj, find an equation fot /. The sum should now be convergent. Convert
your sum into an integral, and find a relationship betwEesnd £, = — F.

Solution 2.9.

1 1 1 d3k 1
_ - — | =2
FoaX <E—ek ek> m/ E <2mE 2 e >

g (23)
o / k?dk 1 _ my/2mE,
- (27T)2 2mE — k? k‘2 - o2r

2.10. Using your knowledge of howk, is related toa, give an expression fdr” in terms of the scattering
length.

Solution 2.10.

V2T %a. (24)

Problem 3. Lipman-Schwinger approach to scatteringHere we are going to rederive some of the key
results of question 2 in a diagrammatic framework. In ordenirror the language we will use in problem 5,
we will couch it as a two-body problem instead of a one-bodpfam — question 2 was simply in the center
of mass frame (so in comparing results with those in thisigegtou should replace: with the reduced
massm/2). We will consider a Hamiltonian for two-component fernmsomith point interactions

Vo
H = Z Eka};gakg + 5 Z aLTaLlap_qlakJqu
ko kpq

wheres =1 / | is the spin index, and, = k2/2m. Since this is a point interaction, | have only included

interactions between non-alike fermions. Our one "fieldtétrick is to look at is the resolvent:
Ly f
R(k,w) = D (/249100 /2-q1 =7 Ok j2—q) Wb/ q1) (25)
q

where the expectation value is taken in the vacuum stateicomg no particles. This resolvent is nothing
but a trace of a zero temperature two-particle greens famati frequency and momentum space. Itis useful
because it is related to the two-particle density of state), k) via

1
pa(w, k) = ;ImR(k,w). (26)
This density of states tells us how many two-particle state®e energys and momentunk.

In retrospect, | should have just asked you to calculatevibeparticle Greens function

1
Gk,qq/( ) <ak/2+qT0k/2 Ql _H k:/z q| k/2+q T>
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which is related to the resolvent by

R(k,w) =Y G gqlw).
q
this would save one sum. Not a big deal though.

3.1. Prove Eq. (26). Hint: Usé/(w — €) = P/(w — €) £ imd(w — €).

Solution 3.1. Let us first introduce the basis of stdie k, ¢) denoting a state of two particles of total
momentumk and

H|2,k,E) =€|2,k,e€). (27)

We can diagonalizé/ in this subspace because it conserves both total momenimuanber of particles.
Then, we can rewrite the trace in this basis,

Rlhe) = 3 2okl g 2k =30 8)
and all that's left is to isolate the imaginary part
R(k:,w):z { ﬁ +z'7r(5(w—e)] (29)
. w €
to see that
%ImR (k,w)=> 6(w—¢) (30)

indeed counts the number of states of total momenituhat have energy.

Following a similar approach to what we did in class for theefenergy, we will calculate a perturbation
expansion forR in powers ofl. We will sum this expansion to all orders. For simplicity wél wpecialize

to the casé = 0, but thek # 0 case is not much harder. The calculation is fairly stramard. One
tricky bit is that if we want to get a finite scattering lengthenV} is formally 0~. This is just an quirk of
treating the potential as zero range, and the same problema gp in the last question. Another tricky bit is
that the real part oR is formally infinite. This is not a big deal, as this real paasmo physical significance.

3.2. Write a sum forRy(w) = Ry(0,w) in the case wher&, = 0. [The subscript 0 o, represents the
fact that there are no interactions.] This sum should bel@miConvert the sum into an integral. Argue
that the real part is infinite.



Solution 3.2. We have

A v .
R (@) = 3 (i — =l il ). @)

k W=

This is easy to calculate sinéé, 4], [vac) is an eigenstate offy with energyey, + e_, = 2¢;. Thus this
is simply

1
Ro (@) = ——5— (32)

k

This is (up to a volume function) what we found fofV" before. We can rewrite it as an integral

d*k 1 47Q k?
Rot) =2 [ s o = o | o= )

Clearly the integrand goes to unity As— oo and so the integral is infinite.

3.3. Definelly = ), % andll(w) = Ry(w) — Iy(w). ClearlyIly is infinite, on the other hand(w) is a
nice analytic function in the complex plane, except on the positive real axis, where it has a branch

Takew to be real and negative. Perform the integral to calculite).

Solution 3.3.

d*k 1 1 Q
e _Q/ (2r)® [w—k2/m T K m| " 4n

my/ —mw. (34)

3.4. Calculateps(w,0) for the non-interacting case. Does this match what you knmom felementary
arguments? [Remember in the center of mass frame this isoayliroblem, so (up to a factor gf2) this
should agree with the single particle density of states febementary statistical mechanics.

Solution 3.4. We've shown

1 1

p2(w) = —IMR () = Q- — m*?Vw. (35)

This is, indeed, the number of states (i.e. density of statess()) for a three-dimensional free fermipn
gas, up to a factor of/2.

3.5. We can expand the resolvant in a power series in
Voo 1
0 = Q Z A1 p| Ap—ql Ch+qT>
kpgq
formally writing

1 1 1 1 1 1 1
= H H H 36
w—H w—H0+w—H0 lw—H0+w—H0 1w—HO lw—H0+ (36)




By constructionH; is always acting on a two-particle state, with total momem@u Thus the only terms in
H, which matter are those wiih= —k. Moreover, since we are acting on two-particle states, widresert
a vacuum state in the middle, and use

Vo
H — ) <Z aLTaT_kllva@) <Z<vac]akla_m>

q

The statdlvac) is the vacuum containing no particles. A potential that cardécomposed into a creation
term times an annihilation term is known as "separable.”

Substitute this form fo#; into Eq. (36), and write the resolveRt(w) as a power series iRy(w).

Solution 3.5. We start by restricting ourselves to the the two-particerpzmomentum subspace. Explic-
itly this is
Hily, = Hy ZdLT&T—k’l |vac) (vac| a_js| g
k/

Vb a a a a P 3 ~ A
-q Z a/,zTa;la;u—qlCLkJqua]z,TaT_k,l |vac) (vac| a_pr gy 37)
k'kpq

Vo o L
-9 (Z CLLTCLT_RL \vac>> (Z (vac| a_klam> .
k

k

Within this space the-th term (o > 1) of the expansion is

n—1
1 1" 1 Vo>" 1
—H — = = X
|:UJ—H0 1:| w— Hy (Q (Zw—%k)

‘ (38)
Loy 1 .
Z o, agal | [vac) Z o2 (vac| a_g axy | -
k k
This is immediately obvious for = 1 and can be proven for anyby induction. It then follows
1 " 1
G _Hy| ———a', al >
Z,;<kT kl[w—Ho 1] w—Hy HH
" n 1 n—1 1 2 (39)
_ M .
_%:(Q) (Zk:w—%k) (w—26k>
The sum here is finite
Z( ! )2—9/ 4’k I Ly ) (40)
—\w—2) ) @21 (w-k¥m)® 41\ -w
and so
B Vo m [~ Vo
R(w) = Ro (w) + _—my | — (;0 o o (Q)) (41)
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3.6. Sum the power series.

Solution 3.6.

-1
Yo [m™ (42)

—m
47 —w

R() = Ro@) + 1= (0o ()]

3.7. Sincell(w) is real for negativev, R(w) will also be real. Since the imaginary partBfcorresponds to
the density of states, this would imply that there are no datates. The loophole is th&(w) could have

a pole. From the conditiof(w)~! = 0 find the energy of the bound state. Write the result in termig,of
andIIy.

Solution 3.7. R (w) clearly has a pole a@RO (w)=1,0r
1 1
— = 5 Ro(w)
Yoo (43)
o, TI(w)
S Q Q
Following the notation of the last question we write
1 1 I
= — . 44
VoW (44)
Using our explicit expression fdi, we have
(47)?
— 45
o (45)
3.8. Using the result from problem 2,
hZ
Ey,= ——
"7 2mpa?’

wherem, = m/2, relateV} to the scattering length and the infinite const&pt [You know which branch
of the square root to use, since a positive scattering lecwtiesponds having a bound state.]

Solution 3.8. We find finally, given that, = 1,
-2
<Zm> _1 (46)
47 Qg
or
V= 4—7Tas. (47
m

Note 1: In your quantum mechanics class you may have donat&gdlethis same calculation in terms of
solving the Lipmann-Schwinger equation. This treatmenéims of the resolvent is equivalent. You might
want to look at your notes and compare.
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Problem 4. Diagramatic derivation of Lipman-Schwinger equation

Here we just connect the calculation in the previous sed¢ticghe Feynman Rules introduced in lecture. We
first note that our Resolvent is nothing but a frequency sg@eens function. We first use the fact that we
are taking a vacuum expectation value to write:

Ly i
RW) = Y (Ok/24q10k/2-0) =570 /2 g) W/t
q
_ Ly i i i 1
= Z<ak/2+qTak/2—qlw — g %/2—q1 Y% /24q1 ~ ak/2—qﬂk/2+qTw+Hak/2+qTak/2—ql>-
q

The second term we added is just a fancy name for zero. For#ésiim we take the branch where
1 1 ;
- = dt z(w—H)te ¢ —771‘,.
w—H—im 1 / ¢ (t)e
For the second term we instead use
1 1

- = dt i(w—i—H)te ¢ /7)1&
w+ H+in z/ ¢ (=t

to yield R(w) = [ dte™' R(t) with

R(t>0) = —iZ<ak/2+qTak/2—ql€_thaL/2_qlaz:/2+qT>
q

Rt <0) = —i Z<a2/2_qlaL/HqTethak/2+qTak/2—ql>
q

But since the vacuum state has zero energy we can just as vitellthis as

. i H —iH
R(t>0) = —’LE (e' tak/2+qTak/2—qle ' taL/z—qlaL/2+qT>
q

. i H —iH
R(t < O) = —1 Z<a;rf/2—qla;rf/2+qTeZ tak/2+qTak/2_qle v t>,
q

which we can recognize as a time ordered response functiercaWveither work with these, or if we really
want to shoe-horn it into our old approach, we can write tfoeiuen expectation value as a finite temperature
expectation value for, < 0 andT — 0. We would probably also take— i7. We will see this in the next
section though.

Expanding thef’s in powers of H; and using Wick’s theorem gives us a diagrammatic expansioitas
to the one we had for the Free energy. The same Feynman Ruylgshape as applied there. As before, we

will focus on the casé = 0, the more general case is a straightforward extension.

The zeroth order term has only one contraction:

Ry =
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This is nothing but the statement that

Ro(t >0) = —i Z<€iH0tak/2+qT6_iH0taJ12/2+qT><eiH0tak/2—qle_iHOtaL/2—ql> (48)
q

R(] (t < 0) = — Z<(I;r€/2+qTeiHotak/2+qT€_iH()t> <a11‘c/2—ql eiHOtak/g_qle_iH(’t>
q

4.1. Write Ry (t) interms ofGo, (k, t) = —i(Tage(t)al._(0)) = —if(t){are(t)al, (0))+i6(—t)(al_(0)ars ().

Solution 4.1.

Ro(k,t) =Y Gor(k/2+q,t)Goy (k/2—q.1). (49)

q

4.2. Use this result to writeg?(w) as a convolution of7p(w). Someone experienced with diagrams would
immediately write down this expression without going thgbuhe exercise of going to the time domain.
[Of course in this particular case, the calculation is @asi¢he time domain.When we come to the next
guestion, we will see some subtleties with this argumerithbte the naive approach works.

Solution 4.2.
Ro (k,w) = / dt et Ry (k, 1)

. —iw dndn’ iy
:qu:/dte t/%ﬁe ) Gor (k/2 + q,m) Goy (k)2 — ¢,1)

dnd/ (50)
:iZ/%5(U+U/—w)GOT(k/2+q,77)G01 (k/2—a.n')
q

:iZ/;i_ZGOT (k/2+Qyw/2+77)G0l (k/2 —q,w/2—m).

4.3. SubstituteGy(w) = 1/(w — €;). Use a partial fraction expansion, and the residue theooer@cover
the result in question 3.2,

Ro(w) =3 — (51)

w — 2¢
& k
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Solution 4.3. Specifying now taRy (w) = Ry (k = 0,w) we write

Ry (w) = iZ/S—ZGm (k,w/2 +n) Goy (—k,w/2 —n)

1
—22/% w/2+n—ek> @/2—1—ex) (52)

1
=22 Res (o mr—

where we've completed the integral over, say, therare Re’™X with R — oo andy = 0... 7. Takingw
to have a positive imaginary component, we get

Ro(w) =) — —1261; (53)
k

4.4. As an alternative way to calculafe,(w), write the explicit time domain expression f&y(¢). Fourier
transform this result. Often | find that this approach is geichan doing a contour integral.

Solution 4.4. Using the fact tha&,i lvac) are eigenstates di,, we can write

Ro (k,t>0) _ZZ< g Hotdl/2+qT> <€ZHO Uk j2—q HOt&li/2—qi>

. . - tat p —iepaqt 5t
= —zz <ak/2+qT€ i€k /244 ak/2+qT> <ak/2—qle 1€k/2—q ak/2—q1>
q

(54)
=—1 Z e_"(fk/2+q+€k/2fq)t
q
Ro (k?, < 0) =0
and so takingu again to have a positive imaginary component,
R(w)= [dte“'R (1) - _Zz/ it eilomer—e )t
(55)

[e.e]

o . 1 i(w—ep—€e_k) o 1
__sz:i(w—%k) [e ' kt]o _zk:w—%k'

Note: | won't ask you to do it (since it is just the calculatipou already did in the last problem) but now
the full calculation of R can be done diagrammatically, yast sum the series

D O XD

<~
Ko

-14



where the dot represents the point interaction, and in gigrdimmatic language the dot is assigned the value
Vo/2. Sometimes this series is instead drawn

In the next question we will see how to do this calculatiorhim’'tMatsubara” formalism at finite temperature
and density.

Problem 5. Superfluid transition temperature within the Nozieres-Schmidt Rink approximation

You are aware that a Fermi gas with attractive interactiesngnistable towards superfluidity at low tem-
peratures. Here we will calculate the equation of state exrtbrmal state, and find the phase transi-
tion as a thermodynamic singularity. You may find it usefulldok at the original paper where this
result was first given: P. Nozieres and S. Schmitt-Rink, dw [Temp. Phys. 59, 195 (1985nht t p:
/11ink.springer.confarticle/10.1007/BF00683774 | caution you however that there is a
lot in that paper, and we are just doing a subset of it heret Jdy@er has a great description of the "physics.”
Here we will predominantly worry about the mathematics.

We are going to start by thinking of the "BEC” limit. By this,eawill think about what happens when the
interactions become so strong that there is a two-body betatd. Physically, when the temperature is of
order the binding energy, pair form. At a lower temperatineytBose condense. The Bose condensation
condition is the superfluid transition, and will show up asngslarity in the Free energy.

How do we capture the physics of these pairs? Well, we know tooget bound states in the 2-body
problems. The idea of Nozieres and Schmidt-Rink is to ineltiee same set of diagrams in the many-body
problem. As before we get a series we can sum.

As | have emphasized before, the field theory is a languagit doesn't tell you what approximation to use.

The NSR technique captures the fact that two-body boundsstatn form. It misses out on other physics
(such as charge density waves). As with many calculatiomsdny-body physics, it is an uncontrolled

approximation. Its principle value is in the qualitativeight it gives.

We again consider a Hamiltonian of the form

Vo
H = Z ekal:gakg + 5 Z aLTa;lap_qlakJqu
ko kpq

denoting these two terms @& and H;. We are going to take terms in the perturbation expansiotthior
free energy which involve all "multiple scatterings of twarficles”. These "pair ring diagrams” look like:

LOoEe
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We will implicitly assume that the spins on the inner ring &lewn” and on the outer ring "up”. These
are exactly the ladder graphs we used in the 2-body problesh;\vrapped up.” By construction we will
be able to exactly reproduce the physics of two-particlefsda space. This approximation is the simplest
many-body extension of those results. Note, if we stoppedeatirst term we would have "Hartree-Fock.”
There is no "Fock” term because the spins on the two propegate distinct.

We now have 5 tasks:

1. Express each ring diagram in terms of the interactipmnd the elementary particle-particle bubble
(which looks like Ry)

2. Calculate the multiplicity of the ring diagrams
3. Sum the series
4. CalculateRz

5. Find the thermodynamic instability

To start with, lets consider a typical ring diagram appeaiinthe perturbative expansion of the partition
function,

Ry =

For now lets not worry about the multiplicity (which we dissushortly). This diagram has 4 powerslgf
S0 its expression as an intergral must begin with

— BV \* 8
( B 0> / dridrodrsdry
Q 0

Next we have a sum over a bunch/dé. We could write down the most general form, then startngki
contractions. A little thought however makes it easier. &ttevertex, the total momentum going in equals
the total momentum going out. Thus the center of mass momeofithe "two particles” going around the
ring is fixed. We need to sum over this global momentdmas well as the four relative momeriia, . . . k4.
With the point interaction all of these are weighted equalbywe get

% ZK %f Zkl---k4

(TVr 24k (71)¢K/2+k1 (72))(
X ATYx 24k, (72)¢K/2+k2 (T TV j2—ky (T2
X <T1/}K/2+k2( )1/}[(/2+k2( )><
X ATk (T g, (T

73

5.1. ExpressR, in terms of Ry (7), which is defined by Eq. 48, with— —ir.
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Solution 5.1. We have

Ro(kyt) =~ <Ta,§/2+qT ()af ., T> <Ta,§/2_ql (taf l> . (56)
q

Going back to the definition in terms of

1 1 .
— i(w—H)t
TH Z,/dte O (t) (57)
we see that
Ry (k7)== <Tdk/2+qT (1) d2/2+q T> <Tdk/2—ql (1) dL/Q_q l> (58)
q
and so

s 1 1
R4 = (—%)4/ d71d72d7'3d7'4 5 ; m

0 (59)
(—1)* [Ro (K, 71 — ) Ro (K, 72 — 73) Ro (K, 73 — 74) Ro (K, 74 — 71)] .
This expression is simpler in frequency space, writing
1 4 _
Ro(T) = E Z eZW'rL’TRO(an) (60)

Wn,

wherew,, = 27n /(.

5.2. By using your knowledge of the antiperiodicity of the Fermi@reens functions, explain why,, =

21n /.

Solution 5.2. We have seen thak, (t) ~ Go (t) Gy, (t); hence

Ro (t+ B) ~ Gor (t+ ) Goy (t + 8) = (—1)* Goq (t) Goy () ~ Ro (¢) (61)

is periodic ing and so we must have,, = 27n/j.

5.3. What isRy in terms of Ry (iwy,)?
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Solution 5.3.

s 1 1 /1\*
4
R4:(VO) /0 dTldngngTz;ﬁZK:@(B) Z

w1,w2,ws,wq
eiwl(n—m)RO (K, iwl) eiw2(T2—73)R0 (K, in) X
eiw;;(frg—m)RO (K, iw:;) eiw4(’r4—T1)R0 (K7 iw4)
1« 1 62
= (VO)4 Q Z Ot Z 5W1,W26W27W35W3,W4 5w47W1 (62)
K

w1,w2,w3,wq

[RO (K, iwl) RO (K, iWQ) RO (K, iwg) RO (K, iw4)]

wﬁ Bmm%f

5.4. What is the generien'th order ring diagramR,,, in terms of Ry (iw, )? Having worked ouf?,, you
should be able to instantly write it down.

Solution 5.4. It's clear

Ry, Z[ Rosz} . (63)

Next we have to calculate the multiplicity. First of all, th&th order diagram appears with a factor of
(1/m!). Next, we note that there are verticesnatimes. We arbitrarily take one to lie. There are then
(m — 1)! ways to order the other ones so you form a ring. TRysappears with a factor df/m in front of

it, leading to the expression:

W’%ZZ W%M»

5.5. Sum the series to simplify the expression faiF'.

Solution 5.5. Using the expression '
J
log(1—z) = —Zx—

we get

BéF:—ZZbg (1—%).
wn K

[In comparing with Nozieres and Schmidt-Rink, they cal= V,Ry/€2.] Now we just have to calculate
Ry (iwy, ). Our result should reduce to the expression in Eq. 51 in thi¢ &if zero density (ie. the two particle
limit). Just as in the zero temperature case there are twmagipes.

5.6. Write the explicit expression faR,(7) in theimaginarytime domain (don’t do the sum ove). The
only 7 dependence comes frofrfunctions and exponential§lse the fact that

Golg,7) = *<T7/)q(7')7/}:;(0)> =—0(1)(1 — f(eq))efetﬂ' + 9(77-)]6(6(1)676(17’
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wheref(z) = 1/(e’* + 1.

Solution 5.6.

Ro (K,7) =~ Z@ () <6HOT‘A‘K/2+qT6_HOT&}</2+qT> <6HOTdK/2—qle_HOTd}</2—ql>
q

+0O(-7) <&}</2+qTeHOTdK/2+qTe_HOT> <d}</2_ql€H°TdK/2—qie_HoT> (64)
== Ze_(EK/HqJFEK/Z*q)T O(T)f+(1 = f=) = O0(=7)f-(1 = f+)]
q

_ 1
wherefy = a1

5.7. Prove that for-5 < 7 < 0, the bubble obey® (K, T + 3) = Ry(K, 1), and hence can be expanded
as a Fourier series .
Ro(K,7) = 3 Zn: e Ry (K, iwn)

wherew,, = 2mn/p.

5.8. Use your explicit expression fdgy (K, 7) to calculate
g ‘
Ry(K,iwy,) = / Ro(K,T)e*“n"
0

5.9. We should be able to reproduce our two-particle result, bggyto the limit f(¢) — 0. Verify this is
true.

Here is the harder way to do the calculation. Strangely, ithtke way that appears in all the textbooks.
Given thatR(K,7) = & > Go(K/2 +q,7)Go(K/2 — q,7), the Fourier transform is a convolution:

Ro(K,iwy,) _ﬁz an 1 (65)

— i — EK/2+q W — EK/2 q

5.10. What are the values thatare summed over?

Solution 5.7. The sum is over all Fermi Matsubara frequencies: (2m + 1)7/[.

The functionf(z) = 1/(¢* + 1) has poles with residug/3 whenz = (2m + 1)7/3. Thus by the residue
theorem, we can rewrite the sum in Eq. (65) as an integraldrctéimplex plane:

Ro(,ion) = 2 f{ i 1 1

an — 2 — €Kj24q 4 — €Kj2—q
where the contour is circumnavigated in the countercloskwdirection, and includes all of the polesfof

5.11. Calculate this contour integral by closing the contour fhity.
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Solution 5.8. We can calculate this integral using the residue theorenkingaa contour clockwise at
|z| — oo, we have

}{ e 1 1
27TZ ’Lwn—Z—EK/2+qZ—EK/2_q

:ﬁZRes[f,zf]éz. 1 1

p Wn — ZF — €K/24q RF — €K/2—q

+% (Z _ f(z=expay) n Z f‘(z = —iwn + €x/244) > (66)

7 Wn — 6K/z—q — €K /2+q P —Wn — €K/24+q ~ €K/2—q

-3 ZM :

o T RF — €K/24q RF T €K/2—q

B NK/2—q NK/2+q
+ 5 (Z _ - zq: i

P Wn = €K/2—q — €K/24q —€K/24+q — €K/2—q

wherezrp = (2m + 1) 7/ are the poles of (z), and having identifiedf (= = ¢;) as the Fermi-Dira¢c
distribution we rewrite it as..
All that's left is to identify that the integrand goes B&? and so vanishes as— oo, so that the integrand
vanishes along the contour and the integral is identicahp zThus we find the sum over frequencigs
equal to (minus) the term in the last line,

NK/2+4q NK/2—q
Ry (K, iwy,) = — = .
0 Z Wy + €xjarq T €x/2—q  tWn — €K/2_q — €K/214 (67)

At this point we are almost done. We have an explicit expoes8ir R in terms of a sum over momenta
g. We have a further expression for the free energy in termbeettm ovek andw of a function of Ry.
These sums are readily done numerically. Even without dthiegn, however, we can see some interesting
physics. In particular, the free energy has a singularitgmih- w = 0 for some term in the sum.
A singularity in the free energy corresponds to a phaseitrans It turns out that this is the pairing phase
transition, and the term which first diverges is the one visita= 0 andiw,, = 0. This gives the "Thouless”

criterion for superconductivity:

1 1

5.12. Rewrite this expression in terms of the scattering length.

Solution 5.9. Having foundV{, = —as we have
m_ 10,0 (68)
dra, O 0N E

Unlike the two particle problem, we actually find that thisuatjon can be solved for both positive and
negative scattering length. For positive scattering lentiis just corresponds to BEC of pairs. For negative
scattering length this instability is a non-trivial mangely effect. The remarkable result of Nozieres and
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Schmidt-Rink is that these two forms of condensation ardimoously connected. In a future homework
we might explore this further: taking the derivative of theef energy with respect o in order to get an

expression for the density. Regardless, at this point yobaily have enough knowledge to make a stab at
reading the original paper.
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